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PARAMETERS OF SYNCHRONIZATION SIGNALS IN IP/MPLS NETWORKS

®enopoa H.B., Ibomin /1.0. ITapamerpu curnaiiB cunxponizauii y IP/MPLS-mepexax.
BusnaueHo, 1o npo0ieMu CHHXpOHI3alii MaloTh BHpIMIaJbHE 3HAYEHHS Ul CYYacHUX TPAaHCIIOPTHUX
Mmepexx [P/MPLS. Ockinbku npoOiieMy CHHXPOHI3aIlil MOB’s13aH1 HE TUJIBKH 3 TPAHCIIOPTHOIO MEpEKero,
ajie MaloTh BAXKIIMBE 3HAYEHHS NPU PO3pOOII Mepexk NOCTYIY 3 YpaXyBaHHSIM DPIi3HHX TEXHOJIOTIH Ta
MIPOTOKOIIIB, pealli3oBaHuX B KOHKpeTHil Mepexxi IP/MPLS. HaBeneHo mapaMeTpy cTaOiIbHOCTI CHTHAIB
CHHXpoHI3alii y “kmacuuHii” mepexi cuuxponizamii (CLII - cuHXpoHHa uMdpoBa iepapxis) 3TiJHO
Pexomenmamii G.810. PosmisHyro mapaMmerpu CTaOIIBHOCTI CHUTHATIB CHHXPOHI3AIlii B IMaKETHUX
Mmepexxax IP/MPLS 3rigno Pexomennanii G.8260. IToka3aHo ocoONMBOCTI, MOB’si3aHi 3 aHAJIOTIEI0 Ta
pI3HHIICI0 PO3PaXxyHKIB MapaMeTpiB CTaOLIFHOCTI CHUTHAIIIB CHHXPOHI3alil y “KIIacH4HIi’ Mepexi Ta
mepexxax IP/MPLS. 3rigno Pexomennauii G.810 «Bu3HaueHHs Ta TEpMIHOJNOTrIS ISl CHHXPOHI3aLil
Mepex» BU3HAUYEHO TPU OCHOBHI ITapaMeTpy Mepeki CHHXPOHi3allii: mommika yacosoro iHrepsaiy (TIE —
Time Interval Error), makcumansna nommika yacoBoro intepBany (MTIE - Maximum Time Interval
Error) ta wacose Bimxwienus (TDEV - Time Deviation), siki BUKOPHCTOBYIOTHCS B SIKOCTI OCHOBHHX
KPUTEPIiB [UIsl OLIHKHU SKOCTI CUTHAJIIB CHHXPOHI3allii, ajie TiJIbKK OJIMH 13 mapaMeTpiB, a came, GyHKIIs
TIE Ge3nocepeaHb0 BUMIPIOETHCSL.

Knrouosi cnosa: “Knacuuna” mepexa (CIII), IP/MPLS mepexa, curaalr CHHXpOHi3allii, mapaMeTpu
CHTHAJIB CHHXPOHI3allii, mapaMeTpyu CTabiIbHOCTI CUTHANIB CHHXPOHI3allil, BUMIPIOBaHHS TapaMeTpiB
CHUHXPOHi3aIIii.

®enopoBa H.B., Jlemun /I.0. Ilapamerpsl curhanoB cunxpoHusanmuu B IP/MPLS-ceTsix.
[lpuBenensl mapaMeTpbl CTAOWJIIBHOCTH CHUTHAJOB CHHXPOHHU3AIMM B “KIIACCHYECKON~  CETH
cuaxponmzammu  (CLM - cuHXpoHHas 1mdpoBas wuepapxusi) cornacHo Pexomennmammu G.810.
PaccMmoTpensl mapameTpbl CTaOWIBHOCTH CHTHAJOB CHHXPOHM3AllMd B MakeTHBIX cersx IP/MPLS
cornacHo Pexkomenpammu G.8260. IlokazaHbl OCOOCHHOCTH, CBSI3aHHBIE C AHAJIOTHEH W pa3IHIHeM
BBIUMCIICHUI TapaMeTPOB CTAOWJILHOCTH CHTHAJIOB CHHXPOHH3AIMU B “KIIACCHUECKOW’ CETH U CETIX
IP/MPLS.

Knrouesvte cnosa: “Knaccuueckas” cerp (CIIM), IP/MPLS cerh, CUTHaN CHHXPOHU3AIIUH,
rapamMeTpbl CUTHAIOB CHHXPOHU3AIHMH, TapaMeTPbl CTA0OMIBHOCTH CUTHAJIOB CHHXPOHHU3ALUH, H3MEPEHHS
IapaMeTpoB CUHXPOHU3AIINU.

Fedorova N.V., Diomin D.A. Parameters of synchronization signals in IP/MPLS networks. In
the present paper, the parameters of stability of signals of synchronization are resulted in the “classic”
network of synchronization (SDH is a synchronous digital hierarchy) in obedience to Recommendation of
G.810.The parameters of stability of signals of synchronization are considered in the package networks of
IP/MPLS in obedience to Recommendation of G.8260. Features, related to the analogy and distinction of
calculations of parameters of stability in the “classic” network of synchronization and IP/MPLS networks,
are showed.

Keywords: “Classic” network (SDH), IP/MPLS network, synchronization signal, parameters of
synchronization signals, parameters stability of synchronization signals, measurement of the parameters
of synchronization signals.

Introduction

Because synchronization issues are crucial for modern IP/MPLS transport networks [1-4],
enhancement of the role of synchronization network is the modern trend in the development of
primary network, and this trend will continue in the immediate future [2]. Moreover,
synchronization problems are related not only to primary network, but are important when
developing access networks with consideration for various technologies and protocols embodied in
the specific [IP/MPLS network [2—4].

Measurement of the parameters of synchronization signals is a prerequisite for the solution of
synchronization problems in electric communication networks.
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Because, aim of the paper is definition the basic parameters of the stability of synchronization
signals in IP/MPLS networks, and review of features associated with the similarities and differences
in the stability of the calculation parameters of the “classic” network synchronization and IP/MPLS
networks.

1. Problem statement

Currently, in communication operator networks, more and more network segments are being
deployed for communicating through IP/MPLS transport only. However, with increase in the
number of devices (e.g., mobile communication base stations), synchronization problems should be
considered on a systemic level rather than on case-by-case basis. To this is related some kind of
local revolution in approach: arrival of some «critical mass» of users of synchronization signals in
the IP/MPLS network results in the requirement for considering synchronization system as a
separate component of electric communication system.

With the following increase in the number of digital devices, the concepts of the development
and principles of control of synchronization network start being subjected to changes. Such system-
based approach may be provided by measurement of the parameters of synchronization network.

Therefore, this work is devoted to the solution of the following topical problems:

1) definition of the basic parameters of the stability of synchronization signals in IP/MPLS
networks, and

2) consideration of the features associated with the similarities and differences in the stability
of the calculation parameters of the “classic” network synchronization and IP/MPLS networks.

2. Main part

In «Definition and Terminology for Synchronization Networks» [1], TIE (Time Interval Error),
MTIE (Maximum Time Interval Error) and TDEV (Time Deviation) are the three parameters used
as basic criteria for evaluation of quality of synchronization signals, but only TIE function is
directly measured.

1. TIE — Time Interval Error

The difference between the measure of a time interval as provided by a clock and the measure
of that same time interval as provided by a reference clock. Mathematically, the Time Interval Error
function TIE(#;7) can be expressed as:

TIE(#;7) =[T(t + 1) = T(O)] = [T, ( + ) = T (D] = x(+7) = x(7),,

where: 7 1s the observation interval; t is the time of the clock; t.r 1S the time of the reference clock.

The magnitude of TIE is not normally important, and by convention, TIE is set to zero at the
start of the measurement. It then tracks change in phase from the start of the measurement
(see Fig.1).

Time Interval Error
A

Set to zero at
measurement start

y >
Time Interval

Fig. 1. The magnitude of TIE
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2. MTIE — Maximum Time Interval Error
MTIE (n7 0) can be estimated by:

MTIE (nt,) = max (maX x(i)— min x(i)),

1<kSN-n \k<i<k+n k<i<k+n

n=1,2,..,N-1.

The above is a point estimate, and is obtained for measurements over a single measurement
period — see Fig.2.
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Fig. 2. The point estimate, and is obtained for measurements over a single measurement period

where: 1, is the sample period; » is the number of samples in each observation interval; 7 is the
observation interval, equal to nt,; n is the total number of samples; ¢ is the measurement period; x;

is the i-th time error sample; x,, 1s the peak-to-peak x; within &-th observation; MTIE () is the
maximum x,, for all observations of length r within T.

Frequency offset and drift

For observation intervals r where a constant frequency offset dominates, the MTIE(7)
behaves as 7 .

For observation intervals r where a linear frequency drift dominates, the MTIE(z ) is not
theoretically boundedr From the measurement viewpoint this circumstance is expected to cause
increasing value of estimated MTIE(r ) as the total observation time, (i.e. the length N of the x;
data) is increased.

The behaviour of MTIE(z ) is substantially independent of sampling period . MTIE (and
MRTIE) is well-suited for characterization of buffer size.

3. TDEV - Time Deviation
IDE V(nro) may be estimated by:

. 2
1 N-3n+1| n+j-1

0y —2X, X, = i N
6n2 (N—3I’l+l) = Z (x1+2n x1+n +x1) > n la 23 ceey lnteger part E[ 3 j ’

i=j

TDEV (nt,) =
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where: 1,1s the sample period; n is the number of samples in each observation interval; 7 is the
observation interval, equal to nt, ; N is the total number of samples; ¢ is the measurement period; x;
is the i-th time error sample.

Noise performance

The TDEV(r) converges for all the major noise types affecting actual timing signals.
In Table 1, the characteristic slopes of TDEV(zr ), for different noise types, are reported. The
TDEV(r ) allows to discriminate between WPM and FPM noises.

Table 1. The characteristic slopes of TDEV(z ), for different noise types

Noise process | Slope of TDEV(z)
WPM 1
FPM 7’
WFM ¢
FFM T
RWEM ¢

Frequency offset and drift

Any constant frequency offset of a timing signal, relative to the reference clock, has no
influence on TDEV(7 ).

For observation intervals r where a linear frequency drift dominates, the TDEV(r ) behaves as

2
T .

For observation intervals where the WPM noise dominates, the behaviour of TDEV(r)
significantly depends on sampling period 7 o.

TDEV gives more information on the clock noise than MTIE, but it is not suited for buffer
characterization.

TDEV is sensitive to systematic effects, which might mask noise components; Adequate
filtering must be done on the measured signal before processing TDEV calculation. Diurnal wander
is an example of systematic effect.

TDEV result coming out of network measurement could be heavily influenced by systematic
effects.

In [5] Packet TIE(Packet Time Interval Error), Packet MTIE (Packet Maximum Time Interval
Error), Packet TDEV (Packet Time Deviation), Packet FFO (Packet Fractional Frequency Offset)
are considered.

Packet metrics are the application of conventional metrics such as TIE, MTIE, TDEV and FFO
to time error sequences created by the measurement of the transit delays of timing packets.

Such time error sequences may be pre-processed by use of packet selection and/or packet
filtering before computation of the relevant metrics (see Fig. 3).

Such metrics are denoted with the prefixes “pktselected” (if only packet selection is involved)
and “pktfiltered” (if filtering is involved, e.g. the low-pass action of a PLL).

Hence, pktTIE is the raw TIE sequence created from the packet measurements, pktselectedTIE is
the TIE sequence following packet selection, and pktfilteredTIE is the TIE sequence following
packet filtering.

pktfiltered TIE(¢#,t) = x(¢ + 1) — x(t) ;
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pktfilteredMTIE (ntp)= max [max X, — min xl} , n=12,..N-1;

1<kSN-n |_k<i<k+n k<i<k+n

i=1

2
pktfilteredTDEV (nt) = \/6_1112<{Z( Xoryy —2X,,, +x,.)} > ;

_6x10” [ 21
pktfilteredFFO(N 7 ,) = nt, S i (nz—l) n—-1)

where: 7,1s the sample period; n is the number of samples in each observation interval; 7 is the

observation interval, equal to nt, ; N is the total number of samples; ¢ is the measurement period; x;

is the i-th time error sample.

Packet time Selectad-packet Filtered-packet
efror sequence time error ime error
sequence
. (t " (L o
¥9 | Packet ¥ | Bandwidth ) | stbiity
selection fltermg metric

Fig. 3. Use of packet selection and/or packet filtering before computation of the relevant metrics

In [5] MATIE (Maximum Average Time Interval Error) metric, MAFE (Maximum Average
Frequency Error) metricare considered.
MATIE(nt o) may be estimated by:

n+k-1
MATIE (nt, ) = | max % le: (x,,,—x) forn=1,2,.., integer part (N/2);
MAFE (nz, ) = MATIE (nr,) :
nt,

where: 7,1s the sample period; n is the number of samples in each observation interval; 7 is the

observation interval, equal to nz,; n is the total number of samples; ¢ is the measurement period; x;

is the i-th time error sample.

MATIE predicts the largest difference in averaged time interval error that occurs between
adjacent averaging windows of width .

MAFE predicts the maximum frequency error calculated from the largest difference in
averaged time interval error observed between adjacent averaging windows of width .

MAFE is well-suited for the characterization of frequency error. MAFE is not suited for the
study of noise processes, unlike the complementary TDEV metrics. MAFE with floor-based
selection is sensitive to a small number of low-lying outlier

In [5] FPC (Floor Packet Count), FPR (Floor Packet Rate), FPP (Floor Packet Percentage)are
considered.
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Define the minimum observed delay (or the observed floor delay) as:
d_. =minxi.

min :
0<i<N

Then, define the indicator function which performs floor packet selection:

('5)— 1; if xi < dmin+5
Pril0)= 0; otherwise

for 0<i< N .

Note that this equation assumes that packet delay is always greater than d,;,.
Then:

n

FPC(n,W,8) = Y ¢p(j,6) for (K-1)<Sn<N;
Jj=n—(K-1)
FPR(n,W,8) = %’W’S) for (K-1)<n<N;

FPP(n,W,5) = (%j x FPC(n,W,8) x 100 % for (K ~1)<n<N,

where: t,1s the sample period; Jis the cluster range; W is the window interval; K is the number of

samples in each window interval; » is the last sample in the current window interval; N is the total
number of samples; x; is the i-th time error sample.

This category of metrics is suitable for use as a PDV network limit, and is used in [6, 7].

These metrics require a long enough measurement period such that the observed floor delay
would give a good enough estimation of the absolute floor delay. The minimum measurement
period depends on the type of network considered. Long measurement periods, for instance over
one or several days, should be favoured in order to study diurnal PDV eftects.

These metrics may be sensitive to a small number of low-lying outliers.

These metrics are sensitive to non-stationary network conditions, such as floor delay steps of
significant amplitude. For example, these may occur during network re-routing events.

These metrics are mainly intended to be used as post-processing metrics. The use of these
metrics for real-time processing subject to inaccuracy because the minimum observed delay may
change during the measurement period.

These metrics can be used to study the PDV noise produced independently by the forward or
the reverse direction of a packet timing flow. Consideration of the combined effect of both
directions is for further study.

In [1, 5] TE (Time Error), ¢cTE (Constant Time Error), d7E (Dynamic Time Error), Max|TE)|
(Maximum Absolute Time Error) are considered.

The time error of a clock with respect to a time standard, is the difference between the time of
that clock and the time indicated by the time standard.

For a synchronized clock (i.e. one locked to the reference with no long-term time error drift), a
model for expressing the time error of a clock as a function of time is given by the following
equation from [1]:

$(1)

X(Z‘):.XO'FF,

nom

where: x(?) 1s the time error function; x, is the mean value of the time error function; @(?) is the

random phase deviation component; v, . is the nominal frequency.
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For measurement purposes, this may be split into three components (Fig. 5):

1. ¢TE: the mean value of the time error function.

Limits are usually specified in fractions of a second. For a clock measurement (e.g. BC or TC),
the cTE may be estimated by averaging a period of over 1000s.

For network limits, the averaging period will be considerably longer.

2. dTE: the change of time error of the clock.

dTE may be represented using a TIE (Time Interval Error) sequence. Limits may then be
specified using MTIE and TDEV masks. The data may be filtered before calculating - consult the
relevant standard for the appropriate filtering recommendation.

3. Max|TE|: the maximum absolute value of the time error function. Limits are usually
specified in fractions of a second. The data may be filtered before calculating - consult the relevant
standard for the appropriate filtering recommendation.

Time Error
A

Max|TE|

CcTE-

Fig. 5. The three components: cTE, dTE, Max|TE|

In[1, 8] FFO (Fractional Frequency Offset) is considered.

The FFO (Fractional Frequency Offset ) or FFD (Fractional Frequency Deviation) is defined as
the difference between the actual frequency of a signal and a specified nominal frequency, divided
by the nominal frequency. Mathematically, the fractional frequency offset (or deviation) can be
expressed as:

FFO = =fuom

2

nom

where: fis the actual frequency; f,on 1s the nominal frequency.
Calculation from sampled time delay data (such as might be represented by packet time error
sequences) can be obtained by using the following equation from GR-1244-CORE:

-9 .
FFO(t);6x10 in[ 2i 1 j

nt, o \(n°-1) -l

where: 7,1s the sample period; n is the number of samples in each observation interval; 7 is the

observation interval, equal to n7, ; x; is the i-th time error sample.

This metric gives a good indication of the frequency error generated by a packet timing flow.
The packet time-error sequence may be filtered and/or a subset of packets selected prior to
calculation.

Conclusions

In the present work, the following conclusions and results were obtained:

1) In «Definition and Terminology for Synchronization Networks» [1], TIE (Time Interval
Error), MTIE (Maximum Time Interval Error) and TDEV (Time Deviation) are the three
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parameters used as basic criteria for evaluation of quality of synchronization signals, but only TIE
function is directly measured.

2) In Recommendation G.8260 are considered: Packet TIE (Packet Time Interval Error), Packet
MTIE (Packet Maximum Time Interval Error), Packet TDEV (Packet Time Deviation), Packet
FFO (Packet Fractional Frequency Offset), MATIE (Maximum Average Time Interval Error)
metric, MAFE (Maximum Average Frequency Error) metric, FPC (Floor Packet Count), FPR
(Floor Packet Rate), FPP (Floor Packet Percentage)TE (Time Error), cTE (Constant Time Error),
dTE (Dynamic Time Error), Max|TE| (Maximum Absolute Time Error).

3) The features connected with analogy and distinction of calculations of parameters stability of
synchronization signals are shown TIE, MTIE and TDEV in the “classic” network and Packet TIE,
Packet MTIE and Packet TDEV in IP/MPLS networks.
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