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METO/ ITEPAIIIHHOIO CTBOPEHHSI O3HAK HA OCHOBI IITYYHOI'O
IHTEJIEKTY JJIA ITIPOI'HO3YBAHHA BIITOKY

Shash M.S., Zvenyhorodskyi O.S. Iterative feature generation method based on artificial
intelligence for churn prediction. The article proposes an iterative feature generation method using large
language models (LLMs) to improve the efficiency of customer churn prediction in SaaS platforms. The
proposed approach combines an LLM generator and an LLM critic in a closed feedback loop, enabling
multi-step refinement and selection of relevant features based on model performance metrics. Experimental
results on streaming platform data demonstrated an increase in the Fl-score compared to the baseline
approach. The obtained experiment results confirm the effectiveness of the iterative use of LLMs for
automating feature creation and enhancing the accuracy of churn prediction models.
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MMam M.C., 3Benuropoacbkuii O.C. MeTtoa iTepauniiHOro CTBOpEeHHSI O3HAK HAa OCHOBI
IITY4YHOTr0 iHTEJeKTy MJIsi MPOrHO3YBaHHS BiATOKY. Y CTaTTi 3alpONOHOBAaHO METO[ iTepariifHOro
CTBOPEHHSI O3HAaK 13 BUKOPUCTAHHSAM BEIMKUX MOBHHMX Mojeneit (LLM) as miaBuiieHHS eeKTUBHOCTI
NIPOTHO3YBaHHS BITOKY KIIiEHTIB y SaaS-matdopmax. 3anponoHoBanui ninxig noegnye LLM-reneparop
i LLM-KpuTHK y 3aMKHEHOMY KOHTYpl 3BODOTHOTO 3B’s3Ky, WIO 3a0e3leuye 0araTOKpOKOBE
BJIOCKOHAJICHHS Ta BifI0OIp peieBaHTHHUX O3HAK HA OCHOBI MOKA3HMKIB SIKOCTI Mojeii. ExcriepuMenTanbHi
pe3yIbTaTH Ha JaHUX CTPIMIHTOBOI IIaTdopMu mokas3anu miaBuineHHs F1-Mipu y mopiBHAHHI 3 0a30BUM
migxomoM. ExcriepuMeHTa bHI pe3ynbTaTH MiATBEPDKYIOTh €(PEKTHBHICT ITEPaIlifHOTO BHKOPHUCTAHHS
LLM s aBrOMaTm3aiii CTBOPEHHS O3HAaK 1 MIiABUINEHHSA TOYHOCTI MOZEIEH NMPOTHO3YBAaHHS BiNTOKY
KOPHCTYBadiB.

KarouoBi cjoBa: mporao3yBaHHS BiITOKy, BEJIMKI MOBHI MOJElNi, CTBOPEHHS O3HAaK, MAalIMHHE
HaBYaHHS, IITyYHUH 1HTEIEKT

Beryn

IIporuo3yBaHHs BIITOKY KOPHCTYBauiB € BaXKIIMBUM 3aBJaHHAM Il KOMITaH1H 13 MiAMHUCKOBOIO
MOJIEJIII0, OCKUIBKM CBO€YAacCHE BUSBJICHHS PHU3MKY BIITOKY MiJBUINYE YTPUMAHHS KIIEHTIB 1
npuOyTKOBICTh Oi3Hecy. OCHOBHI TpyIHOII BIPOBAKEHHS MOJeNell MPOrHO3yBaHHS BIJITOKY
KOPHCTYBaYiB MOB’s13aH1 3 CWJIIbBHUM KJIaCOBUM ArcOanancoM [ 1], 00MexeHO0 KUIbKICTIO a00 SKICTIO
peNeBaHTHUX O3HAK Ta MOTPEeOOI0 B Mpo30pux [2], 3po3yminux mMoaensx. JlonatkoBo, cepiiiHi 3MIHU
MOBE/IIHKH KJIIE€HTIB 1 TpaHChopMallis 613HEC-MO/Iell B yMOBaxX LHHU(POBUX CEPBICIB BUMAraroTh, 11100
MOJIEJI1 He JIMILIE Tependaydait, aje i aganTyBalics 0 HOBUX MaTTEPHIB Ta HAAaBaJlu IHTEPIPETALII0
3a CBOIMHM pilieHHsIMH [3].

CyuacHi JOCHI/DKEHHS JEMOHCTPYIOTh IIOTEHIladl BEIUKUX MOBHHUX MoOjeled s
aBTOMaTH30BaHOI TeHepallii 03HaK i3 Tabnn4yHuX AaHuX [4]. 3okpema, y poOOTi OKa3aHo, 110 TakKi
MOJIeJIi MOXYTh CTBOPIOBATH €(EKTHBHI O3HAKM 0€3 J0JaTKOBOTO py4yHOro BTpyuaHHs. lIpore
OUTBIIICTh MIAXOJIB HE BPaxXOBYIOTh ITE€palliiHUI 3BOPOTHUH 3B’A30K MK SKICTIO MOJENI Ta
CTBOPEHUMH O3HAKaMHU, 10 3HUKYE iXHIO €()EKTUBHICTb.

IlocTanoBka 3aBaaHHA. 3aBJaHHSA NoJsArae y po3poOlll MeTofa MPOrHO3YBAHHS BIATOKY
KOpHUCTYyBaviB /sl SaaS-miaTopM 3 aBTOMATH30BAHOIO TEHEPAITIEI0 03HAK 32 JOTIOMOTOI0 BETHKUX
MoBHUX Moaenei (LLM).

AHaJIi3 0CTaAHHIX J0CTiIKeHb. Y Cy9acHHUX JOCTIPKEHHIX BIITOKY 3a JOTIOMOTOX0 MallTHHHOTO
HaBUaHHS 3HAYHA yBara MPUJISETHCS aBTOMATH3aIlll TpOIEeCy CTBOpeHHs o3Hak [5] (feature
engineering), SKUA TpaJULIIfHO BUMAarae TauMOOKOi MpeAMETHOI eKCIEePTH3H Ta 3HAYHUX JIFOJACHKUX
3ycuib. Po3BUTOK Benmukux MOBHUX Mmojenei (LLM) BiakpuB HOBI MOMKIHBOCTI JUIsl TIOOYIOBU
CHCTEM, 3[JaTHUX T€HEpyBaTH, MEePEBIPATH Ta BJOCKOHAIIOBATH O3HAKM Ha OCHOBI OMMCIB JIaHUX Ta
MoTepeaHiX pe3ynbTariB. 30kpema, y [4] 3ampomonoBano kouueniito FeatLLM, ne LLM
BUKOPHUCTOBYETHCS /ISl CHHTE3Y HOBUX O3HAK 13 TabmuuHux AaHuX. [1ogiOHI miaxoau po3BUBAIOTh
inei TabLLM [6] ta moai6Hi, 0 1eMOHCTPYIOTh €()EeKTUBHICTh BUKOPUCTAHHS MOBHHUX MOJENEH y
3amavax TadmuHoro HaB4daHHs. [IpoTe GIIBIIICTE JOCIIKEHb 30CEPEKEH] JINIIE Ha OJTHOPA30BIi
reHepairii o3Hak, 0e3 iHTerparlii iTepariiHoro 3BOPOTHOTO 3B 3Ky Ha OCHOBI SIKOCT1 MOJIEII.
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[Tonpu 3HaYHMIA TpOTpec, 3AMUIIAETHCS HU3KA HEBUPIIIICHUX MUTAHb, TIOB’SI3aHMUX 13 KOHTPOJIEM
SIKOCTI 3TCHEPOBaHUX O3HAK, PU3UKOM TeHepalii XHMOHMX ab0 HEKOPEKTHHX INPaBWI, a TaKOX
BIICYTHICTIO aJanNTUBHUX MEXaHI3MIB BJOCKOHAJIICHHS Ha OCHOBI ITOKa3HUKIB €(QEKTHUBHOCTI
(manpuknan, Fl-mipu). Tak, nocmimkeHHs [7] MiIKpecaOTh HEOOXIAHICTH 3amydeHHs «LLM-
KPUTHKa» — JPYroi MOJEINi, U0 BUKOHY€E POjib (PiIbTpa, OLIHIOIOYH PEJIEBAHTHICTH 1 O€3Me4HICTh
CTBOpPEHUX O3HaK. [8, 9] BKa3yrOTh Ha AOLIIBHICTH KOMOIHYyBaHHS LLM 3 KIIaCHYHUMHU METOJaMU
inTepnperoBanocti, Takumu sk SHAP a6o LIME, mis migBuIIeHHS TOYHOCTI Ta MPO30POCTI y
MpoIieci aBTOMaTHU30BaHOTO CTBOPEHHS O3HakK. OpHaK 1HTerpallis TaKuX MiIXOJIB Y MOBHOLIIHHHMA
3aMKHEHHI IIMKJI TeHepallii, OIliHKY Ta BiI0OPY O3HAK 3IMIIAETHCS BIAKPUTOIO MPOOJIEMOIO.

AKTYaJIbHICTh JJAHOTO JOCIIKEHHS 3yMOBJICHA HEOOXITHICTIO PO3POOKH ITEpaIliitHOT CHCTEMU
CTBOPEHHSI O3HAK, 3/IaTHOI HE JIMIIE TEeHepyBaTH, aje W CaMOCTIHHO TepeBipATH, BiAOWpaTu Ta
BJJOCKOHAJIIOBATH O3HAKHU MPOTATOM KUIBKOX ITUKIIB, BUKOPUCTOBYIOUHN SIK METPUKH €()EeKTUBHOCTI
MO/IeIi, TaK 1 KpUTUKY Bix qomatkoBoi LLM. Ipencrasiena pobora cnp;IMOBaHa Ha BUPIIICHHS ITi€T
TMPOTAIHHHU ITAXOM CTBOPCHHS 0araToKpoOKOBOTO KOHTYPY 3BOPOTHOTO 3B 5{3Ky, y SIKOMY TTOE€THAHO
TeHEPAIlil0 KaHUIaTHIX Ha60p113 O3HAaK, aBTOMaTHU30BaHy OI_IlHKy pe3yJIbTATIB 1 aJanTUBHUI BUOIp
HaWKpalmx pilieHb s MiIBUIICHHS y3arajJbHIOIY0l 3aTHOCTI MOJICINICH MPOTHO3YBAHHSI BIITOKY
KOPHCTYBaYiB.

MeTo10 po00TH € MigBUIIECHHS €(EKTUBHOCTI MPOTHO3YBAHHS BiATOKY KOPHCTYBAUiB IUIIXOM
CTBOPEHHSI METOJy 1T€palliiiHOr0 CTBOPEHHS 03HAK 13 BUKOPUCTAHHSIM BEIUKUX MOBHHUX MOJICIICH.
3anava monArae B TOMy 100 CTBOPUTH aBTOMATH30BaHHIl iTepaliiiHuil MeToq, AKuil 3abe3mneuye
0araToKpoKOBE reHepyBaHHS, IEPEBIPKY Ta B1101p pelIeBaHTHUX O3HAK Ha OCHOBI MOKA3HHUKIB SKOCT1
MOJIEJIi Ta 3BOPOTHOTO 3B’ 3Ky BiJI JOJJATKOBOT MOBHOT MOJICITi-KPUTHKA.

Buxiax ocHOBHOro MaTepiaJjty X0CiIzKeHHS
VY 3ajadax nporHo3yBaHHs BIATOKY KopucTyBauiB (churn prediction) Mera mosnsira€ y CTBOPEHHI
MOJIeJTi, IO 37aTHA Mepea0aYUTH HMOBIPHICTh MPUITMHEHHS KOPUCTYBAaHHS MOCIYrOK Ha OCHOBI
ICTOPUYHHX XapaKTEPUCTUK KIIIEHTIB.
Hexaif MmaemMo Ha0ip MaHUX i3 71 CIIOCTEPEKEHB, KOXKHE 3 SKUX MPEICTABICHO BEKTOPOM O3HAK
x; € R™ x; Ta miapoBoIo0 3MiHHOW Yy; € {0, 1}, mo mo3nauvae ¢akr Biaroky (1 — kmienr Biarik, 0 —
3aITUIIIHNBCS):
D= {(xllyl)l (XZI yZ)i ey (xnl yn)}' (1)
Mera momeni — 3Haiiti Taky ¢yHkmio f(x) = (x, w), sKa anmpoKCHMY€ 3aJIEKHICTh MikK
BXIJHHUMH O3HAaKaMH Ta HMOBIPHICTIO BiJITOKY:
P =faw, @
Jie W — apaMeTpH MOJIeli, SIKi HABYAIOThCS B MIPOIIEC] ONTUMI3allii.
®ymnkuito BTpaT L(W) MOXKHA BUBHAYUTH SIK O1HAPHY KPOC-€HTPOITIIO:
n

Lw) = — = > [y;log@) + (1 - y) log(1 — 7)), )
i=1
OnrtuMizanis napaMeTpiB 31HCHIOETHCS UIAXOM MiHiMi3alii QyHKIIT BTpaT:
* = argmin L(w), (4)

3anpornoHoBaHUi MeTO MoOyA0BaHMM K OaraToeTanHa iTepalliiiHa mporenypa, o HO€eAHYE
KJIACHYHI ITiIXOM MAaIlIMHHOTO HaBYaHHs Ta BeJMKI MOBHI Mojeni (LLM). OcHoBHa ies moJisirae B
aBTOMATH30BAHOMY CTBOpPEHHI HOBMX O3HaK (features) i3 BUXiIHOTO TaOIUYHOTO HAOOPY AAHMX 3a
JIOTIOMOTOI0 CEMAaHTHYHOTO aHali3y Ta 3BOPOTHOTO 3B’s3Ky Mojeni-kputuka. I[Ipomec poboTtu
BKJIIOYA€ €TaIly, Mpe/icTaBlIeH] Ha puc. 1.

I'enepanis HoBUX 03HaK. MoBHa MoeNb M, aHalli3ye ONUC KOJIOHOK Ta CTATHCTUKY JaHHUX i
reHepye MHOXKHHY HOBUX 03HaK Fy = {f}, f5, ..., fi} KOXHa 3 IKHX IOflaHa y BUITIAMI yHKIIII:

fi = 9;(X), (5)

Jie @ ; — npaBuio Tpanchopmaii, chopmynboBane LLM (Hanpukian, “SKIno KilbKiCTh 3BEPHEHD

710 TIATPUMKH > 2, TO KJIIEHT MPOOIeMHHUI”).
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HUI1HAIBHAR T'enepanis o3Hax Bamigamiz o3HaK | Oninka 03HaK
Op = OuncTKa JaEEx part - 1Aan ES
JaraceT | (LLM) xputEKoM (LLM) kpureroM (LLM)
A
3eopoTHii
3B 30K
| ! '
DinaneHEH Ouninka MeTpHK Mogeas ML ) .
e X0 e - el <—| Bamigamia ozHak
pe3yasTaT | MoZeTt (XGBoost)

Puc 1. Meron iteparuBHoi renepanii o3Hak 3 LLM KpUTHKOM Ta KOHTYPOM 3BOPOTHOTO
3B SA3KY

Ouinka MojeJeil Ha HOBHX 03HaKaX. /{7151 KO>KHOT iTepallii CTBOPIOETHCS MOJIEb Kiacudikarii
fifi, ixa HaB4aeThCs HA HAOOPi 03HAK X; = Xpaee U Fy,. SIKiCTH OLiHIOETHCS 32 MeTpHKOIO Fl-score:

;. Il
Pl =2 (pT‘eC'lS.lOTl x recall) ' ©)
(precision + recall)

3BopoTHMii 3B’A30k Mojedi-kpuTHka. JlogatkoBa MoOBHa Mojenbs M, aHamizye
MIPOAYKTUBHICTH KOXHOI iTEpallii Ta MPOIIOHY€ YTOYHEHHS YU BiJICIB HEPEJIEBAHTHUX O3HAK HA OCHOBI
JIOT1B TOTEPEIHIX KPOKIB.

ITepaniiine onoBeHHs. CucTeMa MMOBTOPIOE KPOKH 1-3 10 TOCATHEHHS KPUTEPIIO 3yITUHKU:

AF1 < g, (7)
7ie € — MiHIMaJIBHUHN TOPIT MOKPAIIECHHS SKOCTI.

ApXiTeKkTypa eKkcnepuMeHTy. Y XOJi €KCIepUMEHTIB BUKOPUCTaHO Habip maHux i3 245 000
KOpHCTyBadiB U poBoi margopmu motokoporo Bigeo [10]. lani mictinm 21 3MiHHY (BiK aKayHTY,
cepelHl TOAMHU TEPEerisily, KUIbKICTh 3BEPHEHb 1O MIATPUMKH, PEUTUHT KOPUCTyBaya TOIIO).
Mopnens 6aszyBamacs Ha XGBoost, mapaMerpu SKOro migOHpaMcs BUTIAJAKOBUM YUHOM y MeEXax
KUIBKOX iTepamiif. 30Kkpema, y KOXXHOMY UMKl BHUIAQJKOBO OOHWpanucs 3HAYCHHS TaKUX
rirmeprnapameTpiB: n_estimators € {200,300,400,500}, learning_rate €
{0.01,0.05,0.1,0.2}, max _depth € {3,4,5, 6,7}, colsample_bytree € {0.6,0.7,0.8,0.9,1.0}.

Takox BHKOpHCTOBYBaBcs random_state = 42 g BIATBOPIOBAHOCTI pe3yJbTaTiB Ta
eval_metric = 'logloss’ sk MeTpuKa OIIHKK MOJIEII.

ITopiBHsiHHA 3 6a30BUMM miaX0aA0M. [[7151 OIIHKH €(heKTUBHOCTI MPOBEJICHO MOPIBHAHHS TPHOX
MeroaiB: XGBoost 3 6a3zoBumu o3nakamu, XGBoost 3 LLM-renepoBanumu o3Hakamu, XGBoost 3
LLM o3nakamu LLM KpuTHKOM Ta KOHTYpOM 3BOPOTHOTIO 3B’s3Ky. B Tabnuui 1 mokaszani MeTpuku
€(heKTUBHOCTI JJI1 TPhOX METO/IB.

Taomums 1
Pe3ynbratu o1iHKM €(eKTUBHOCTI 3 METO/IIB
Metoxa Accuracy Precision Recall F1 score

XGBoost 3 6a30BUMH 03HAK 0.7596 0.3546 0.3993 0.3756
XGBoost 3 LLM o3nak 0.6555 0.3012 0.6835 0.4181
XGBoost 3 LLM o3uakamu, LLM

KPUTHKOM Ta KOHTYPOM 3BOPOTHOT'O 0.6876 0.3236 0.6652 0.4354
3B’SI3KY

Taxkum ynHOM MU GaunMo nokpatieHss F1 mipu as He30a1aHCOBaHOTO JaTaceTy CTPIMIHIOBOT
wiardopmu 3 0.3756 no 0.4354 3a paxynok LLM-renepariii o3nak Ta LLM kputHka 3 KOHTYpoM
3BOPOTHOTI'O 3B’SI3KY.

BucHoBknu

VY poGoTi po3po6IeHO METO/T s ITepaIliiHOro aBTOMaTH30BaHOTO CTBOPEHHSI O3HAK Y 3a/adax
MIPOTHO3YBAHHS BIITOKY KOpPHCTYyBauiB. 3anpornoHoBaHuii meron noennye LLM-reneparop i LLM-
KPUTHK, 110 3a0e31neuye 6araToOKpOKOBE BJOCKOHAJICHHSI 03HAK Ha OCHOBI IOTEPEIHIX PE3yJIbTaTIB.
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Takuit MexaHI3M aJanTUBHOTO 3BOPOTHOTO 3B’S3KYy JJO3BOJMB MiABHINUTH Fl-score s
He30amancoBaHoro jgaracery. OTpumani pe3ysbTaTH IMiATBEPKYIOTh, IO BEJIWKI MOBHI MOJEINI
3/1aTHI HE JIUIIIE IHTePIPETYBATH CTPYKTYPY TAOIHMYHUX TaHUX, a i TeHEPYBAaTH CEMAaHTUYHO 3HAYYIII
HOBI O3HaKH, SKi MMOKPAallyIOTh TOYHICTh IPOTHO3YBaHHS. Po3poOieHuit metom Moxke OyTH
3aCTOCOBaHUN y OyIb-sKuX cdepax 3 MOS0 MANUCKH, Takux SK SaaS, cTpimiHT,
TeJeKOMYHIKalisaX Ta e-commerce. [lonanbiui AOCHIKEHHS BapTO CHPSMYBaTH Ha BpPaxyBaHHS
MPUYMHHO-HACTIIKOBUX 3B’S3KIB MK O3HaKaMd Ta BHUKOPUCTAHHS MyJIbTUMOAANbHUX LLM-
MojieJiell y IpoIeci CTBOPEHHS O3HAK.

CnucoK BUKOPHUCTAHOI JIiTepaTypu:

1. Suguna R., Suriya P., Pai H. A. et al. Mitigating class imbalance in churn prediction with
ensemble methods and SMOTE. Scientific Reports. 2025. Vol. 15. P. 16256. URL:
https://doi.org/10.1038/s41598-025-01031-0.

2. Noviandy T. R., Idroes G. M., Hardi I. et al. A model-agnostic interpretability approach to
predicting customer churn in the telecommunications industry. Infolitika Journal of Data Science.
2024. Vol. 2, no. 1. P. 3444. URL: https://doi.org/10.60084/ijds.v211.199.

3. ChurnKB: A Generative Al-Enriched Knowledge Base for Customer Churn Feature
Engineering. Algorithms. 2025. Vol. 18, no. 4. P. 238. URL: https://doi.org/10.3390/a18040238.

4. Large Language Models Can Automatically Engineer Features for Few-Shot Tabular
Learning. arXiv preprint. 2024. URL: https://arxiv.org/abs/2404.09491.

5. Imani M., Joudaki M., Beikmohammadi A., Arabnia H. R. Customer churn prediction: a
systematic review of recent advances, trends, and challenges in machine learning and deep learning.
Machine Learning and Knowledge Extraction. 2025. Vol. 7, no. 3. P. 105. URL:
https://doi.org/10.3390/make7030105.

6. Hegselmann S., Buendia A., Lang H., Agrawal M., Jiang X., Sontag D. TabLLM: Few-shot
classification of tabular data with large language models. arXiv preprint. 2022. URL:
https://doi.org/10.48550/arXiv.2210.10723.

7. Gong N., Wang X., Ying W., Bai H.,, Dong S., Chen H., Fu Y. Unsupervised feature
transformation via in-context generation, generator-critic LLM agents, and duet-play teaming. arXiv
preprint. 2025. URL: https://arxiv.org/abs/2504.21304.

8. Zhao H., Chen H., Yang F., Liu N., Deng H., Cai H., Wang S., Yin D., Du M. Explainability
for large language models: a survey. ACM Transactions on Intelligent Systems and Technology. 2024.
Vol. 15, no. 2. URL: https://doi.org/10.1145/3639372.

9. Zhang X., Zhang J., Rekabdar B., Zhou Y., Wang P., Liu K. Dynamic and adaptive feature
generation with LLM. arXiv preprint. 2024. URL: https://arxiv.org/abs/2406.03505.

10. Kaggle dataset: Predictive Analytics for Customer Churn Dataset. URL:
https://www .kaggle.com/datasets/safrin03/predictive-analytics-for-customer-churn-dataset.

Aemopu cmammi
Mam Makcum — acmipanrt, [lepxaBHuil yHIBEepCHTET iH(pOpMaiHHO-KOMYHIKaIliitHUX TexHoJorii, Kuis, Ykpaina.
ORCID: 0009-0009-3274-5318
3BeHuropoacskmii OJiekcaHap — KaHAWIAT TEXHIYHUX HAyK, JOIEHT, JlepkaBHUH yHiBepcHUTET iHPOpMAIIiitHO-
KOMYHiKaliiHux TexHojorii, Kuis, Ykpaina

ORCID: 0009-0008-6235-1638

Authors of the article
Shash Maksym — postgraduate, State University of Information and Communication Technologies, Kyiv, Ukraine.
ORCID: 0009-0009-3274-5318
Zvenyhorodskyi Oleksandr — Candidate of Sciences (technical), Associate Professor, State University of
Information and Communication Technologies, Kyiv, Ukraine
ORCID: 0009-0008-6235-1638

101



